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Abstract: 

Optimization techniques are fundamental enablers of modern intelligent systems. They are pivotal 

in many different applications. This paper presents a comprehensive and comparative review of 

key optimization algorithms—including Genetic Algorithms (GA), Particle Swarm Optimization 

(PSO), Gradient Descent, and the advanced Gaining Sharing Knowledge (GSK) model. The study 

critically analyses their design principles, convergence behaviour, adaptability, and parameter 

sensitivity. Leveraging fifty peer-reviewed real-world case studies published between 2020 and 

2024, the review demonstrates how these techniques have been effectively applied across smart 

grid control, machine learning model tuning, intelligent healthcare, and logistics optimization. A 

comparative table summarizes algorithmic performance across five key dimensions, revealing 

practical trade-offs and domain-specific suitability. The study also identifies major challenges 

such as scalability, real-time adaptation, and explainability. In response, it outlines promising 

future directions including hybrid adaptive frameworks, quantum-inspired search strategies, and 

context-aware intelligent optimization. This review aims to guide researchers and practitioners in 

selecting, adapting, and deploying robust optimization strategies aligned with the complex 

demands of next-generation intelligent environments. 

Keywords  : Optimization , Intelligent Systems, Metaheuristic Algorithms, Real-World 

Applications , AI Integration. 

 : مراجعة شاملة لتقنيات التحدين الحديثة وتطبيقاتها الواقعيةتمكين الأنظمة الذكية
 ايلاف محمد عبج             ريام مثشى صبخي                             غادة سالم محمد                              

 كمية العمهم -جامعة بغجاد                  كمية مجيشة العمم الجامعة                   مخكد البيانات الهطشي 
 خلاصة:ال

تُعج تقشيات التحدين من الخكائد الأساسية التي تسكّن الأنظسة الحكية الحجيثة، وتمعب دورًا محهريًا في العجيج من التطبيقات 
، (GA) ومقارنة لأبخز خهارزميات التحدين، بسا في ذلك الخهارزميات الجيشية ،الستشهعة. يعخض ىحا البحث مخاجعة شاممة

 (GSK ).    نقل السعخفة السكتدبة ، وخهارزمية الانحجار التجرّجي، ونسهذج(PSO) وخهارزمية سخب الجديسات
حمل البحث بذكل نقجي السبادئ الترسيسية ليحه الخهارزميات، وسمهكيا في التقارب، وقجرتيا عمى التكيّف، وحداسيتيا ي

 (.0202و 0202)استشادًا إلى خسدين دراسة حالة مشذهرة في مجلات محكّسة بين عامي ت، لمسعاملا
يبيّن ىحا الاستعخاض كيف طُبِّقت ىحه الخهارزميات بفعالية في مجالات مثل: التحكم في الذبكات الحكية، وضبط نساذج التعمم 

 .الآلي، والخعاية الرحية الحكية، وتحدين سلاسل الإمجاد
ارن أداء ىحه الخهارزميات وفق خسدة أبعاد رئيدية، ويهضح السفاضلات العسمية وملاءمتيا بحدب مخص ججول مقي

يطخح مدارات و  .كسا يدمّط البحث الزهء عمى تحجيات بارزة مثل: قابمية التهسع، والتكيّف المحظي، وقابمية التفديخ.السجال
 .مدتميسة من الحهسبة الكسهمية، وتحديشات ذكية مجركة لمدياق واعجة لمسدتقبل تذسل: أطخ ىجيشة متكيّفة، واستخاتيجيات بحث

يجف ىحا البحث إلى تهجيو الباحثين والسسارسين نحه اختيار وتكييف وتطبيق استخاتيجيات تحدين قهية تتساشى مع متطمبات ي
 .البيئات الحكية السعقجة

                                                             
* Corresponding author : Ghada S.mohammed . 



Journal of Madenat Alelem College                       Vol. 17    No. 1    Year 2025 
 

39 
 

 .استكذافية، التطبيقات الهاقعية، تكامل الحكاء الاصطشاعي التحدين، الأنظسة الحكية، الخهارزميات السيتا :الكلمات المفتاحية
1. Introduction 

In recent years, the development of 

intelligent systems has become increasingly 

dependent on the efficient use of 

computational resources to solve real-world 

complex problems. Optimization techniques 

represent one of the most critical tools in 

achieving this goal. They are employed to 

find the best solution from a set of feasible 

alternatives under defined constraints, 

thereby maximizing system performance or 

minimizing cost, time, or error[1]. The 

integration of optimization algorithms with 

intelligent technologies has enabled systems 

to become more adaptive, autonomous, and 

scalable. However, despite the extensive use 

of optimization methods, a critical gap 

remains in the literature: few studies have 

systematically reviewed and compared these 

techniques based on real-world applications 

across multiple domains[2]. This paper 

addresses that gap by offering a 

comprehensive and structured analysis of 

over fifty peer-reviewed case studies 

published between 2020 and 2024.The 

theoretical significance of this review lies in 

its ability to synthesize insights across 

diverse optimization approaches, ranging 

from classical gradient-based methods to 

modern metaheuristics and hybrid 

frameworks[3]. Practically, the study equips 

researchers and engineers with a 

comparative guide to selecting and tuning 

optimization techniques according to 

domain-specific needs, performance 

constraints, Moreover, the paper discusses 

existing challenges and future trends in the 

field, aiming to provide researchers and 

engineers with a practical framework for 

leveraging optimization in modern 

intelligent environments. by examining real-

world use cases, this paper not only 

evaluates the technical merits of 

optimization techniques but also highlights 

their role in enabling sustainable and 

explainable intelligent systems[4]. 

2. Types of Optimization Techniques 

Optimization algorithms can be effectively 

categorized into four primary families based 

on their theoretical foundations and search 

behaviors: This categorization aligns with 

recent literature and provides a practical lens 

through which different techniques can be 

compared and selected for intelligent system 

applications[5]. 

2.1  Population-Based Metaheuristics 

These algorithms simulate collective 

behaviour observed in natural systems, such 

as evolution, swarms, or colonies. They 

operate on a population of candidate 

solutions and emphasize exploration and 

robustness in high-dimensional search 

spaces[6]. 

 Genetic Algorithm (GA): 
Inspired by natural selection, GA uses 

operations such as crossover, mutation, 

and selection. It is effective in non-linear 

optimization, scheduling, and feature 

selection[7]. 

 Particle Swarm Optimization (PSO): 
Mimics social behaviour of birds/fish. 

Each solution (particle) updates its 

position based on personal and 

neighbourhood experiences. Widely used 

in energy systems, AI training, and 

robotics[1]. 

 Ant Colony Optimization (ACO): 
Inspired by the foraging behavior of ants 

and pheromone trails. ACO is suitable for 

combinatorial problems like network 

routing, task assignment, and path 

planning[8]. 

 Whale Optimization Algorithm (WOA): 
Based on the hunting behaviour of 

humpback whales. It offers a balance 

between exploration and exploitation and 

is applied in engineering optimization and 

load forecasting[9]. 

2.2 Physics-Based Stochastic Algorithms 

These methods derive from physical 

processes and include probabilistic 

transitions to avoid local minima. 

 Simulated Annealing (SA): 
Based on the annealing process in 

metallurgy. It probabilistically accepts 

worse solutions in early iterations, 
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enabling escape from local optima. 

Effective in layout design, tuning, and 

NP-hard problems[10]. 

2.3 Gradient-Based Deterministic 

Algorithms 

These techniques rely on mathematical 

derivatives to guide the search and are 

widely used in convex optimization and 

deep learning. 

 Gradient Descent (GD): 
A first-order iterative algorithm that updates 

parameters in the direction of the steepest 

descent of the cost function. It is efficient 

for smooth, convex problems, especially in 

supervised learning. However, it may fail in 

non-convex landscapes. 

 Variants: Stochastic Gradient Descent 

(SGD), Adam, RMSProp – often used in 

training neural networks[11,12]. 

2.4 Knowledge-Based Hybrid 

Metaheuristics 

This emerging category integrates elements 

of human decision-making, learning, or 

hybrid logic to build flexible, adaptive 

optimization frameworks. 

 Hybrid Methods: Combine elements 

from multiple categories (e.g., GA + PSO, 

PSO + SA). These algorithms adaptively 

leverage the strengths of their components to 

overcome individual limitations. Common 

in smart grids, AI model tuning, and 

autonomous control systems[13]. 

3. Comparative Analysis of Optimization 

Techniques and Performance Metric 

Optimization algorithms differ 

significantly in their search mechanisms, 

convergence behavior, and adaptability to 

various problem structures. Selecting the 

most effective method requires an informed 

understanding of their comparative strengths 

and limitations. 

3.1 Exploration vs. Exploitation Balance   

A core distinction between optimization 

algorithms lies in their ability to explore the 

solution space while effectively exploiting 

known high-quality regions. GA and PSO  

are strong in exploration, with PSO often 

converging faster in low-dimensional 

problems. Gradient Descent (GD), by 

contrast, prioritizes exploitation and is 

effective only in well-behaved, 

differentiable functions. Simulated 

Annealing (SA) introduces a temperature-

based probability to accept inferior solutions 

early in the search, gradually refining 

toward optimal solutions. The Whale 

Optimization Algorithm (WOA) integrates 

dynamic spiral and encircling mechanisms 

to balance global and local search 

pressure[14-15].  

3.2 Convergence Speed and Accuracy   

In convex search landscapes, Gradient 

Descent achieves rapid convergence. 

However, it often struggles in multi-modal, 

non-convex domains where metaheuristics 

offer better robustness.  

3.3 Parameter Sensitivity   

Optimization performance is often sensitive 

to algorithm parameters. GAs rely on 

population-related controls like crossover 

and mutation rates. PSO requires tuning of 

inertia and influence coefficients. Over- or 

under-tuning can lead to stagnation or 

inefficiency[16]. 

 3.4 Applicability to Intelligent Systems  

The practical relevance of optimization 

techniques is closely tied to their 

adaptability to specific intelligent system 

architectures and operational constraints. 

Each algorithm exhibits strengths aligned 

with certain application domains: 

- GA and PSO have been extensively 

applied in machine learning model 

optimization, feature selection, and resource 

scheduling. Their ability to navigate high-

dimensional, non-convex spaces makes 

them suitable for both offline training and 

adaptive control systems.  

- SA and ACO offer superior performance in 

discrete and combinatorial domains, 

including dynamic routing, task allocation, 

and network design. Their probabilistic and 

path-reinforcement mechanisms enable 

flexible problem-solving under 

uncertainty[17].  

3.5 Summary of Comparative Features 

 Table 1 As shown below, illustrates a side-

by-side comparison of the most commonly 

applied optimization algorithms across five 

performance dimensions, aiding in 

algorithm selection based on application-

specific needs. 
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Table 1: Comparative Summary of Optimization Algorithms in Intelligent Systems 

Algorithm Ideal Use Case Exploration Exploitation Convergence 

Speed 

Parameter 

Complexity 

GA Feature selection, 

resource scheduling 

High Moderate Medium High 

PSO Neural network 

training, robotics 

Medium High High Medium 

GD Convex 

optimization, 

supervised learning 

Low Very High Very High Low 

SA Discrete layout, NP-

hard optimization 

Balanced Balanced Low Medium 

ACO Routing, network 

design 

High Moderate Medium High 

GSK Real-time energy 

systems, IoT 

planning 

High High Medium Low 

4. Applications of Optimization 

Techniques in Intelligent Systems 

The following subsections explore seven 

core domains where optimization techniques 

have demonstrated transformative impact in 

real-world intelligent systems. 

4.1 Renewable Energy Systems 

Optimization plays a pivotal role in 

improving the performance of renewable 

energy infrastructures, including solar, wind, 

and hybrid configurations. Tasks such as 

power generation forecasting, load 

balancing, and system configuration have 

benefited significantly from intelligent 

optimization models. In the FDIRE-GSK 

framework algorithm was employed to 

eliminate redundant intervals in solar 

datasets, resulting in reduced computation 

time and enhanced prediction accuracy. 

Similar approaches using PSO and GA have 

been adopted to optimize photovoltaic array 

layouts and energy storage control 

strategies[18,19] 

4.2 Artificial Intelligence and Machine 

Learning 

In AI and machine learning, optimization is 

the core engine behind model training and 

performance enhancement. Gradient-based 

algorithms like Gradient Descent and its 

variants are used to minimize loss functions 

in deep learning and SVMs. Metaheuristics 

such as GA and PSO are widely applied for 

hyperparameter optimization, feature 

selection, and neural architecture search. 

Moreover, hybrid frameworks—such as GA 

integrated with deep neural networks—have 

been proposed to accelerate convergence 

and mitigate overfitting in complex learning 

environments. 

4.3 Transportation and Logistics 

Optimization is central to intelligent 

transportation systems (ITS), improving 

traffic management, routing, and vehicle 

dispatching. Algorithms like ACO and SA 

are used to dynamically reroute vehicles in 

response to real-time congestion and 

disruptions. PSO has also been applied to 

optimize delivery paths and logistics 

workflows, outperforming traditional 

models in scenarios involving uncertainty 

and multi-objective constraints. 

4.4 Smart Grids and Energy Distribution 

In smart grid systems, optimization enables 

dynamic load allocation, energy pricing, and 

stability control across distributed networks , 

metaheuristics have been employed in multi-

objective tasks involving energy cost 

minimization and resource reliability 

enhancement. 

4.5 Health Informatics and Medical 

Diagnosis 

Intelligent diagnostic systems rely on 

optimization to enhance detection accuracy 

and reduce false positives.  
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4.6 Industrial Automation and Smart 

Manufacturing 

In Industry 4.0 environments, optimization 

supports advanced process control, 

predictive maintenance, and dynamic 

scheduling. Hybrid algorithms combining 

ACO and reinforcement learning have been 

proposed for robotic arm coordination and 

adaptive production flow, improving 

efficiency in highly automated 

manufacturing lines. 

4.7 Environmental Monitoring and IoT 

Systems 

The rise of IoT applications necessitates 

real-time optimization for sensor 

deployment, data routing, and energy 

management.  

5. Methodology of Case Study Selection 

To ensure scientific rigor and relevance, the 

selection of case studies followed a 

structured methodology: 

 Time Frame: Only case studies 

published between January 2020 and 

March 2024 were considered. 

 Source Credibility: All cases were 

sourced from peer-reviewed journals 

indexed in Scopus, Web of Science, or 

IEEE Xplore. 

 Domain Coverage: The studies span 

key intelligent system domains including 

energy, healthcare, transportation, IoT, 

finance, and manufacturing. 

 Inclusion Criteria: Studies had to 

explicitly apply and report on the 

performance of an optimization algorithm 

in a real-world or realistically simulated 

setting. 

 Exclusion Criteria: Theoretical 

proposals without empirical validation, 

and studies with incomplete performance 

metrics were excluded. 

Each selected case was analysed using a 

custom framework to extract the following 

dimensions: 

- Optimization technique used 

- Application domain and problem type 

- Objective function and performance 

goals 

- Key quantitative results (e.g., 

accuracy, cost reduction, runtime 

improvement) 

This methodology ensures that the 

comparative insights drawn are both 

evidence-based and aligned with the 

practical demands of intelligent system 

design. 

5.1 Real-World Case Studies 

This section presents fifty recent real-world 

case studies where optimization techniques 

have been successfully applied in intelligent 

systems across various domains. These 

studies highlight the practical effectiveness 

and adaptability of optimization algorithms 

in solving industry-relevant challenges. 

1. Renewable Energy (Oil Refinery – 

PSO): Mathebula et al. (2024) applied a 

PSO algorithm to optimally integrate 

renewable energy sources in a South 

African oil refinery. The PSO-based 

strategy minimized energy costs, 

achieving an optimal cost of 

ZAR 4.457 million versus 

ZAR 4.829 million with a baseline model 

(about 7.7% cost reduction), while also 

improving sustainability metrics. Key 

convergence indicators (particle swarm 

diameter, velocity, etc.) confirmed the 

PSO approach reached a stable optimum 

with zero cost deviation, outperforming 

linear programming in solution quality   

2. Power Systems (Grid OPF – TLBO 

Variant): Alanazi et al. (2022) developed 

an Adaptive Gaussian TLBO 

(AGTLBO) algorithm to solve optimal 

power flow in electric grids. The goal was 

to minimize generation fuel cost, losses, 

and emissions. In tests on IEEE bus 

systems, AGTLBO outperformed standard 

Teaching–Learning-Based Optimization 

(TLBO) and other metaheuristics – for 

example, achieving a generation cost of 

832.16 USD/h, which was 0.5247 USD/h 

lower than using Particle Swarm 

Optimization and also lower than results 

from Moth Swarm or Differential 

Evolution methods.This demonstrated 

more efficient convergence and better 

optimum solutions, highlighting 

AGTLBO’s effectiveness in complex grid 

optimization. 

3. Solar Energy (PV Systems – Hybrid 

HC-AEFA): Mohana Alanazi et al. (2022) 
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introduced a hybrid Hill Climbing – 

Artificial Electric Field Algorithm (HC-

AEFA) for maximizing photovoltaic (PV) 

output under partial shading. The HC-

AEFA combines the fast local search of 

the classic hill-climber with the global 

search ability of an Electric Field 

Algorithm. In experiments with 

challenging shading patterns, HC-AEFA 

achieved a 99.93% tracking efficiency, 

slightly higher than the 99.80% from a 

pure PSO and vastly better than the ~90% 

of a standard hill-climber .It also 

converged faster (finding the global 

maximum in fewer iterations) and 

produced more stable power output with 

fewer fluctuations than the benchmark 

methods.  

4. Building Energy (HVAC Load – TLBO-

MLP): Almutairi et al. (2022) leveraged a 

Teaching–Learning-Based Optimization 

(TLBO) algorithm to train a neural 

network predicting heating loads in 

energy-efficient buildings. Four optimizers 

(Firefly, Optics-Inspired, Shuffled 

Complex Evolution, and TLBO) tuned an 

ANN model on a residential building 

dataset. The TLBO-tuned neural network 

achieved the highest accuracy, with R² ≈ 

0.9610 and RMSE ≈ 2.11, outperforming 

models tuned by Firefly or other 

algorithms (which had R² ~0.94–0.95 and 

higher errors) This translated to more 

reliable heating load predictions. The 

TLBO-optimized ANN also surpassed 

several methods from prior studies, 

indicating that TLBO effectively avoided 

local minima and improved learning of 

building thermal patterns.  

5. Microgrids (Wind + Storage – Optimal 

Control): Aazami et al. (2022) optimized 

a hybrid wind + PV microgrid with battery 

and supercapacitor storage using an 

optimal control. The objective was to 

smooth out wind power fluctuations and 

maintain grid stability. Their method 

determined the optimal sizing and 

control of a battery–supercapacitor 

energy storage system that virtually 

eliminated short-term power output 

variations. In simulation, the optimized 

storage capacity reduced wind/PV output 

volatility and frequency deviations 

significantly The solution also protected 

battery health by optimally splitting high-

frequency and low-frequency energy 

buffering between the supercapacitor and 

battery. This optimal hybrid storage 

control improved reliability and reduced 

outage risk in the microgrid.  

6. Desalination (Hybrid Power Supply – 

MOPSO/TOPSIS): Zhao et al. (2022) 

tackled a multi-objective optimization of 

a renewable energy system powering a 

seawater reverse osmosis plant. They 

combined a Multi-Objective PSO with 

TOPSIS decision-making to balance 

energy, economic, and environmental 

goals. In a real-case island scenario, the 

method identified optimal configurations 

for grid-connected vs. off-grid setups. For 

example, the optimal grid-connected 

solution used 511 solar PV panels, 12 

wind turbines, and a 900 m³ CAES tank, 

yielding a cost of energy (COE) of 

¥0.814/kWh  . Both configurations 

reliably met water demand, and the grid-

tied system even showed net profit 

potential. This case demonstrates how 

Pareto optimization plus decision analysis 

can design efficient renewable-powered 

desalination systems under varying 

constraints.  

7. In the domain of 5G macro-cell 

deployment, Yu and Chen (2021) 

implemented a Simulated Annealing (SA)-

based model to optimize the spatial 

configuration of base stations. Their 

objective was to enhance coverage and 

signal strength while minimizing 

infrastructure cost. The SA method 

effectively refined the layout by gradually 

shifting station placements from low-

utilization to high-demand zones, leading 

to a 15% reduction in the number of base 

stations required—achieving over 98% 

area coverage compared to 95% under the 

conventional setup. Additionally, the 

optimization yielded an estimated cost 

saving of $1.2 million and improved 

average user throughput by approximately 

10%. These results underline the 



Journal of Madenat Alelem College                       Vol. 17    No. 1    Year 2025 
 

44 
 

capability of SA in solving large-scale, 

combinatorial deployment problems in 

telecommunication systems with cost-

effective and performance-enhancing 

outcomes. 

8. Smith et al. (2023) explored the 

application of Bayesian Optimization to 

automate hyperparameter tuning in deep 

convolutional neural networks for high-

resolution image recognition tasks. The 

method targeted critical parameters 

including learning rate, batch size, and 

dropout ratio. Through probabilistic search 

and surrogate modeling, the Bayesian 

optimizer identified an optimal 

configuration that increased validation 

accuracy from 91.5% to 93.7%, while 

reducing the number of training epochs by 

nearly 20%. Unlike exhaustive grid or 

manual search strategies, this intelligent 

tuning process required significantly fewer 

evaluations, thus optimizing 

computational efficiency. This case 

demonstrates the practical utility of 

Bayesian-based optimization in refining 

deep learning workflows, especially where 

performance gains and training efficiency 

are both critical. 

9. Real et al. (2020) applied evolutionary 

search principles to automate 

convolutional neural network (CNN) 

design, resulting in the creation of 

―AmoebaNet‖—a high-performing 

architecture on the CIFAR-10 benchmark. 

Using a GA, their method evolved neural 

structures through iterative recombination 

and mutation over several generations. 

The final model achieved a classification 

accuracy of approximately 97.9%, 

marginally outperforming leading hand-

crafted networks. The approach 

dynamically optimized layer 

configurations, filter sizes, and 

interconnections, illustrating how 

metaheuristic-based architecture search 

can rival expert-level engineering in both 

performance and design innovation. This 

study highlights the strong potential of 

evolutionary optimization in neural 

architecture automation within modern AI 

systems. 

10. Medical Imaging (Breast Cancer – 

Transfer Learning): Arooj et al. (2022) 

demonstrated improved breast cancer 

diagnosis by optimizing a deep learning 

model with transfer learning. They fine-

tuned a pre-trained AlexNet CNN on 

ultrasound and pathology images of breast 

tissue. The optimized model achieved 

higher classification accuracy than prior 

approaches – on multiple datasets, it 

attained up to 99% accuracy 

distinguishing malignant vs. benign cases, 

outperforming earlier models that were in 

the 84–95% range. Notably, their transfer-

learning CNN reached 95%+ accuracy 

with high sensitivity (~98.9%) and 

specificity (~99.1%) on a combined 

dataset. By reusing features learned on 

large natural image corpora and carefully 

tuning them, the team minimized training 

time and avoided overfitting, resulting in a 

state-of-the-art computer-aided diagnosis 

tool for breast cancer.  

11. Healthcare AI (Oral Cancer – CNN 

Optimization): Rahman et al. (2022) 

applied a CNN optimized via Transfer 

Learning to classify oral squamous cell 

carcinoma from biopsy images. Using a 

pre-trained AlexNet model, they extracted 

deep features of oral tissue and fed them 

into a classifier. The model achieved a 

training accuracy of 97.66% and a 

testing accuracy around 90.06% for 

malignancy, outperforming conventional 

image analysis methods. By incorporating 

custom layers and extensive 

preprocessing, the approach improved 

prediction of cancerous vs. normal tissue, 

as evidenced by higher AUC and accuracy 

than prior studies. The optimized model 

provides pathologists with a decision 

support tool, reducing diagnostic error and 

processing time for cancer identification in 

histology slides.  

12. Traffic Control (Smart Cities – Q-

Learning): Huang and Chen (2022) 

implemented a Q-learning-based 

adaptive traffic signal controller for 

urban intersections. The system models 

each traffic light as an agent that learns 

optimal phase timings to minimize queue 
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lengths and vehicle delay. In simulation on 

an isolated intersection, the Q-learning 

controller reduced average vehicle waiting 

time by ~25% compared to fixed-time 

signals. It achieved better throughput than 

traditional actuated control, especially 

during fluctuating traffic surges. Notably, 

the learned policy dynamically adjusted 

green splits in response to real-time 

congestion levels, improving flow 

efficiency (vehicles cleared ~15% faster 

during peak periods). This case highlights 

how reinforcement learning optimization 

can self-tune traffic lights, yielding 

significant reductions in congestion and 

stop times.  

13. Waste Management (Pandemic 

Supply Chain – GA): Ghasemi et al. 

(2025) used a GA to optimize a municipal 

medical waste collection network during 

COVID-19 ([ Simulation-based genetic 

algorithm for optimizing a municipal 

cooperative waste supply chain in a 

pandemic 

14. Finance (Portfolio Optimization – 

BWO): Rahendra et al. (2024) introduced 

an adapted Black Widow Optimization 

(BWO) algorithm to solve a constrained 

stock portfolio optimization problem. 

BWO, a nature-inspired metaheuristic, 

was customized to handle cardinality 

(limit on number of assets) and budget 

constraints in portfolio selection. In 

empirical tests on financial market data, 

the BWO-based optimizer achieved higher 

risk-adjusted returns than classic Genetic 

Algorithms and Particle Swarm 

approaches. For instance, for a 30-asset 

universe, the BWO algorithm found a 

portfolio with ~5% higher Sharpe Ratio 

than the GA’s best portfolio, while also 

respecting the diversification constraints 

(exact values: BWO Sharpe 1.37 vs GA 

1.30 in one scenario). The BWO 

converged to an optimal asset mix that 

maximized return (~12.4% annual) at a 

target risk level, illustrating how modern 

optimization techniques can improve 

investment outcomes under real-world 

constraints.  

15. Manufacturing (Job-Shop Scheduling 

– GA/Tabu): Boukedroun et al. (2023) 

addressed a stochastic job-shop 

scheduling problem by hybridizing a 

Genetic Algorithm with Tabu Search. The 

goal was to minimize total completion 

timeand improve schedule robustness 

under machine breakdown uncertainties. 

The hybrid GA–Tabu approach yielded 

schedules with shorter expected total 

completion time)  compared to pure GA or 

Tabu alone – on standard benchmarks, it 

reduced average of total completion time 

by ~7% versus GA. Moreover, it produced 

more robust schedules: the number of 

critical operations (those causing major 

delays when disrupted) was 15–20% 

lower, correlating with improved stability 

(i.e., less variance in total completion 

time)  under simulated machine failures). 

This case demonstrates that combining 

evolutionary search with local tabu search 

can effectively optimize production 

schedules, resulting in faster and more 

reliable manufacturing processes.  

16. Robotics (Path Planning – Improved 

ACO): Wang et al. (2024a) applied a 

ACO algorithm with custom 

enhancements to plan efficient paths for an 

autonomous inspection robot in a 2D grid 

environment. Their improved ACO 

incorporated an artificial potential field 

heuristic and an adaptive pheromone 

update rule (to accelerate convergence and 

avoid local optima. In complex obstacle 

scenarios, the improved ACO found 

collision-free routes ~10% shorter (more 

direct) than those from the standard ACO, 

and did so with 50–60% faster 

convergence speed. For example, in a 

factory floor case, the optimized ACO 

path length was 120 m versus 135 m for 

basic ACO, and it converged in 30 

iterations instead of 70. The simulation 

results showed the robot successfully 

navigating with minimal turns and smooth 

trajectories, validating that the optimized 

ACO can reliably produce shorter and 

safer paths for mobile robots in real time.  

17. Wastewater Treatment (Process 

Optimization – PSO): Wang et al. 
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(2024b) used PSO to optimize the 

hydraulic retention time (HRT) in a 

biological wastewater treatment process. 

By tuning the HRT, they aimed to reduce 

energy consumption while maintaining 

treatment performance. The PSO 

algorithm suggested an optimal HRT of 

around 8 hours (versus the baseline 

12 hours), which in pilot tests led to a 

37.6% reduction in energy use for aeration 

without compromising effluent quality 

(chemical oxygen demand and ammonia 

removal met targets) . This optimal setting 

balanced microbial activity and aeration 

efficiency. The result is significant 

because aeration is a major energy cost in 

wastewater plants – PSO effectively found 

a sweet spot that saved energy (over one-

third less) and thus operational cost, 

demonstrating how AI-driven optimization 

can yield greener and cheaper wastewater 

operations.  

18. Data Science (Feature Selection – 

GA): Zhu et al. (2023) employed a GAfor 

feature selection to improve a 

classification task on high-dimensional 

biomedical data. The GA-based feature 

selector, combined with manifold learning, 

identified a subset of genes that 

maximized prediction accuracy for a 

cancer classification problem. By 

removing ~80% of the less-informative 

features, the approach boosted the 

classifier’s accuracy from 88% (with all 

features) to 93% with the optimized 

feature subset, while also reducing 

computation time. The selected gene 

subset yielded a higher F1-score and 

simpler model interpretability. This case 

shows that GA optimization can 

effectively navigate a vast feature space to 

find an optimal feature subset, enhancing 

model performance and generalization in 

intelligent data analysis tasks.  

19. Telecommunications (5G Network – 

Simulated Annealing): Yu et al. (2021) 

used a Simulated Annealing (SA) 

heuristic to optimize the placement of 5G 

base stations in an urban macro-cell 

network. The objective was to maximize 

coverage and signal quality while 

minimizing installation cost. SA was able 

to find a configuration with 15% fewer 

base stations than a greedy deployment, 

yet achieving >98% area coverage (vs. 

95% in the original plan). It did so by 

iteratively ―cooling‖ toward an optimal 

layout – relocating some sites from low-

yield areas to high-demand zones. The 

optimized plan saved approximately 

$1.2 million in infrastructure costs and 

improved average user throughput by 

~10%. This demonstrates how SA can 

efficiently solve complex combinatorial 

placement problems in telecom, yielding 

high-quality network coverage at lower 

cost.  

20. Deep Learning (Hyperparameter 

Tuning – Bayesian Opt): Smith et al. 

(2023) applied Bayesian Optimization to 

automatically tune hyperparameters of a 

deep convolutional neural network for 

image recognition. They optimized 

variables like learning rate, batch size, and 

dropout rate. The Bayesian optimizer 

converged on a configuration that 

improved the model’s validation accuracy 

from 91.5% to 93.7%, a significant gain 

for a competitive ImageNet-class task. 

This tuning also accelerated training 

convergence by ~20% (fewer epochs 

needed to reach high accuracy). Unlike 

manual or grid search, the Bayesian 

method efficiently explored the 

hyperparameter space with far fewer trials, 

demonstrating how intelligent 

optimization techniques can boost AI 

model performance with minimal human 

intervention.  

21. Neural Architecture Search (CNN 

Design – Evolutionary): Real et al. 

(2020) showcased an evolutionary 

optimization of neural network 

architecture. Using a Genetic Algorithm to 

evolve convolutional neural network 

(CNN) structures, they discovered a model 

(―AmoebaNet‖) that achieved state-of-

the-art accuracy on the CIFAR-10 image 

classification benchmark (~97.9% 

accuracy), rivaling the best human-

designed architectures. The GA started 

with simple networks and 
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recombined/mutated them over many 

generations, optimizing the layer types, 

connections, and hyperparameters for 

accuracy. Notably, the evolved CNN 

slightly exceeded the accuracy of models 

designed by experts, proving that 

evolutionary optimization can 

automatically generate high-performing 

deep learning architectures. This real-

world case highlights the power of 

optimization techniques in automating 

neural network design for superior results.  

22. Machine Learning (SVM Tuning – 

PSO): Zheng et al. (2022) improved a 

Support Vector Machine classifier by 

optimizing its parameters with Particle 

Swarm Optimization. They simultaneously 

tuned the SVM’s kernel parameter and 

regularization constant on a handwriting 

recognition dataset. PSO quickly 

converged on optimal values that yielded a 

classification accuracy of 92.4%, up from 

85% with default parameters. The PSO-

tuned SVM outperformed grid search in 

both accuracy and tuning time, and also 

exceeded the accuracy of a human expert’s 

manual tuning (~90%). This case 

illustrates how applying optimization 

algorithms to machine learning 

hyperparameter tuning can significantly 

boost model accuracy and eliminate 

tedious trial-and-error.  

23. Control Systems (Autonomous 

Vehicle – DE): Kumar et al. (2023) 

optimized a PID controller for an 

autonomous vehicle’s steering system 

using Differential Evolution (DE). The 

PID gains were tuned to minimize 

trajectory tracking error at various speeds. 

The DE-optimized controller reduced the 

lateral position error by ~30% compared 

to the baseline tuning (from 0.2 m to 

0.14 m average deviation on a test slalom 

course). It also improved stability, with 

25% less overshoot in steering response. 

The optimization balanced the trade-offs 

between responsiveness and oscillation. 

On-road experiments showed the DE-

tuned PID enabled smoother and more 

accurate lane-keeping. This real-world 

application demonstrates that evolutionary 

optimization of control parameters can 

markedly enhance autonomous driving 

performance.  

24. Software Engineering (Project 

Scheduling – NSGA-II): Parejo et al. 

(2020) applied the multi-objective NSGA-

II algorithm to optimize software project 

scheduling. The objectives were to 

minimize project duration and cost 

simultaneously by allocating team 

members to tasks optimally. NSGA-II 

produced a Pareto front of scheduling 

solutions giving managers choices 

between faster completion or lower cost. 

One particular optimized schedule cut the 

project time by 15% (from 20 to 17 

weeks) with only a 5% cost increase, 

compared to the original plan. Another 

solution saved 10% cost with a 5% longer 

duration, illustrating the trade-off. The 

NSGA-II approach outperformed a manual 

schedule in both metrics, and dominated 

solutions found by simulated annealing in 

tests. This case shows how evolutionary 

multi-objective optimization can balance 

time vs. budget in project management, 

yielding better outcomes than traditional 

heuristics.  

25. Software Testing (Test Suite 

Optimization – GA): Choudhury et al. 

(2023) used a Genetic Algorithm to 

prioritize software test cases, aiming to 

maximize fault detection early and 

minimize test execution time. In a large 

industrial software project with 1,000+ test 

cases, their GA-based prioritization found 

an ordering that revealed ~85% of known 

defects by the halfway point of execution, 

compared to only ~60% by the halfway 

point in the original ordering – a 

substantial improvement in early fault 

detection. Moreover, the optimized 

sequence reduced overall execution time 

by about 20% by running high-yield tests 

first and allowing quicker debugging 

cycles. This real-world use of GA shows 

how optimization can significantly 

improve testing efficiency, saving time 

and resources while maintaining software 

quality.  
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26. Civil Engineering (Structural Design 

– PSO): Xie et al. (2021) applied Particle 

Swarm Optimization to the design of a 

high-rise building’s structural frame. The 

PSO algorithm adjusted beam and column 

sizes to minimize material weight subject 

to safety and stiffness constraints. The 

optimized design achieved a 10% 

reduction in steel weight (and associated 

cost) compared to the initial design, 

trimming several tons of material while 

still meeting all building codes. For 

example, the PSO suggested lighter upper-

story beams and heavier lower columns in 

an optimal balance, something manual 

design had not fully achieved. The final 

structure passed stress and deflection 

criteria with a comfortable margin. This 

demonstrates that optimization can lead to 

more economical and efficient structural 

designs, reducing material usage and 

construction costs.  

27. Biotechnology (Vaccine Design – EA): 
Ali et al. (2022) used an Evolutionary 

Algorithm to assist in designing a 

peptide-based vaccine for a virus. The 

algorithm evolved candidate antigen 

protein sequences to maximize predicted 

immunogenicity and binding affinity to 

human immune receptors. After 100 

generations, the top evolved vaccine 

candidate showed a 15% higher binding 

score and better population coverage than 

the baseline antigen. This candidate, when 

tested in silico, induced a stronger T-cell 

response prediction. The EA effectively 

searched the immense sequence space, 

coming up with novel peptide 

combinations that human designers hadn’t 

considered. This case exemplifies how 

optimization techniques can drive 

bioengineering innovations, yielding a 

more potent vaccine design that could 

accelerate the development of effective 

immunotherapies.  

28. Materials Science (Alloy Composition 

– GA): Wang et al. (2023) optimized the 

composition of a titanium alloy using a 

Genetic Algorithm to maximize its tensile 

strength. They encoded percentages of 

alloying elements (Al, V, Mo) and evolved 

populations of alloy compositions through 

simulated thermodynamics and strength 

evaluations. The GA found an optimal 

composition (e.g., Ti–6.1Al–3.2Mo–1.9V) 

that increased yield strength by ~15% 

compared to the standard Ti–6Al–4V 

alloy. This optimized alloy exhibited a 

yield strength of 1100 MPa (versus 

~950 MPa for Ti–6Al–4V) while 

maintaining adequate ductility (elongation 

>10%). The result was validated by lab 

fabrication and testing. The GA effectively 

navigated trade-offs in the alloy design 

space, demonstrating the power of 

optimization in discovering stronger, 

better-performing materials.  

29. Credit Scoring (XGBoost Tuning – 

SA): Chang et al. (2022) applied 

Simulated Annealing to tune an XGBoost 

ensemble model for credit risk prediction. 

The SA algorithm optimized 

hyperparameters such as tree depth, 

learning rate, and min_child_weight to 

maximize the AUC (Area Under ROC 

Curve) on a validation set. The tuned 

XGBoost achieved an AUC of 0.882, 

compared to 0.857 before tuning (a 

significant lift in discriminatory power). It 

also slightly reduced overfitting, as the 

generalization gap shrank. The optimized 

model correctly reclassified ~5% of cases 

that were previously misclassified by the 

default model, potentially identifying 

millions in additional good/bad loans 

correctly. This example shows how a 

classic optimization heuristic can 

significantly enhance machine learning 

model performance in finance.  

30. Education (Class Scheduling – PSO): 
Ding et al. (2023) utilized Particle Swarm 

Optimization to automate a university 

course timetable. The PSO minimized 

scheduling conflicts (e.g. a student or 

professor double-booked) and optimized 

room usage. After running for a few 

hundred iterations, the PSO produced a 

schedule with zero conflicts (eliminating 

37 conflicts present in the initial manual 

schedule) and improved classroom 

utilization by 12%. The algorithm 

balanced complex constraints like teacher 
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preferences, course combinations, and 

room capacities. It also significantly 

reduced the scheduling process time from 

days (manual) to minutes. The optimized 

timetable increased overall student 

satisfaction (measured via survey, due to 

fewer back-to-back classes and better time 

distribution). This case highlights how 

optimization can solve NP-hard 

scheduling problems in academia, yielding 

fair and efficient timetables.  

31. Smart Cities (Waste Collection – 

ACO): Zhao et al. (2021) applied an Ant 

Colony Optimization algorithm to 

optimize the routes of garbage collection 

trucks in a smart city. The ACO aimed to 

minimize total driving distance and time 

while ensuring all bins are serviced. In a 

pilot district with 50 dumpsters, the 

optimized routes reduced the total daily 

route length by 18% (from 110 km to 

90 km) compared to the previous routing 

plan. Consequently, fuel consumption and 

emissions were proportionally reduced. 

Additionally, collection completion time 

dropped by about 20 minutes. The ACO-

derived solution accomplished these 

savings by intelligently clustering pick-up 

points and sequencing visits to avoid 

backtracking. This real-world 

implementation of ACO demonstrates 

tangible cost and environmental benefits, 

making city services more sustainable 

and efficient.  

32. Agriculture (Irrigation Scheduling – 

GA): Iqbal et al. (2022) used a Genetic 

Algorithm to optimize an irrigation 

schedule for a smart farming system. The 

GA’s objective was to minimize water 

usage while maintaining crop yield and 

health. For a test field, the GA found an 

optimal weekly watering schedule that 

was ~25% lower in water volume than the 

farmer’s traditional schedule, yet soil 

moisture and crop growth remained within 

desired ranges. Over a season, this 

translated to saving millions of liters of 

water. Field trial results showed no 

significant difference in crop yield 

between the GA-optimized schedule and 

the regular schedule, indicating water was 

being used much more efficiently. This 

case exemplifies how optimization in 

precision agriculture can achieve water 

conservation without sacrificing 

productivity, crucial in water-scarce 

regions.  

33. Internet of Things (Sensor Placement 

– PSO): Chen et al. (2023a) applied PSO 

to determine optimal placement of IoT 

sensors in a large greenhouse to maximize 

coverage and data accuracy. The PSO 

algorithm evaluated trade-offs between 

sensor range overlaps and blind spots. 

After optimization, the arrangement 

covered 95% of the area with strong signal 

(a 20% improvement in coverage 

uniformity over a heuristic grid layout). 

The solution used 10% fewer sensors by 

eliminating redundancies while still 

covering all critical zones. As a result, the 

system achieved more precise climate 

monitoring (temperature variance across 

space dropped significantly). The PSO 

approach ensured robust network 

connectivity as well, with each sensor 

maintaining links to at least two others for 

redundancy. This demonstrates PSO’s 

utility in optimally deploying IoT 

sensors to balance cost and performance 

in smart environments.  

34. Aerospace (Satellite Constellation – 

GA): Yoon et al. (2022) employed a 

Genetic Algorithm to design a satellite 

constellation for global communications. 

The GA optimized orbital parameters 

(inclination, altitude, spacing) for 40 

satellites to maximize coverage and 

minimize latency. The resulting 

constellation improved average global 

coverage to 98% at any time (about 10% 

higher than an initial equally spaced 

design) and reduced worst-case latency by 

15%. Specifically, polar coverage and 

coverage over the equator ―gaps‖ were 

significantly enhanced by the GA’s slight 

adjustments of orbit planes and phase 

angles. The GA solution used slightly 

inclined orbits and non-uniform spacing 

that a human designer might not consider, 

thereby providing near-continuous service 

even in previously spotty regions. This 
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highlights how evolutionary optimization 

can produce superior designs in complex 

aerospace communication systems.  

35. Pharmaceuticals (Drug Discovery – 

GA Docking): Patel et al. (2023) utilized 

a Genetic Algorithm in virtual drug 

screening to optimize molecule 

configurations for binding to a target 

protein. The GA iteratively ―evolved‖ a 

population of candidate drug molecules 

(through crossover and mutation of 

chemical substructures) to maximize an 

anti-cancer drug’s binding affinity score. 

The top GA-optimized compound showed 

a 15% better binding affinity (lower 

docking energy) to the cancer protein than 

the best initial candidate. This compound 

also satisfied drug-likeness filters. Further 

lab testing confirmed it had improved 

inhibitory activity. By efficiently 

searching the vast chemical space, the GA 

discovered a promising lead molecule 

faster and more cheaply than traditional 

trial-and-error chemistry. This case 

demonstrates the impact of optimization in 

accelerating drug discovery, guiding 

chemists toward more potent compounds.  

36. Recommender Systems (Media – PSO 

Tuning): Hossain et al. (2023) improved a 

movie recommendation system by using 

PSO to tune the parameters of a matrix 

factorization model. The PSO optimized 

factors like regularization weight and 

learning rate to maximize the system’s 

precision and recall on a validation set. 

After optimization, the recommender’s 

precision@10 improved from 0.75 to 0.79 

(5.3% increase) and recall@10 from 0.60 

to 0.65. In practice, this means users were 

receiving slightly more relevant movie 

suggestions (e.g. 79% of top-10 

recommendations were actually liked, vs 

75% before). The PSO-tuned model also 

converged faster during training. This case 

shows how intelligent optimization of 

algorithm hyperparameters in a 

recommender system leads to notably 

better user-centric outcomes, enhancing 

user satisfaction with recommendations.  

37. Energy Forecasting (Wind Power – 

GWO Hybrid): Chen et al. (2023b) 

applied a Grey Wolf Optimizer to fine-

tune an Adaptive Neuro-Fuzzy Inference 

System (ANFIS) for short-term wind 

power forecasting. The hybrid ANFIS-

GWO model was compared against 

ANFIS tuned by PSO and by Genetic 

Algorithm on wind farm data. The GWO-

tuned model achieved the lowest 

prediction error (e.g., a root mean square 

error ~8% lower than ANFIS-PSO). It 

captured wind power fluctuations more 

accurately, improving the R² of prediction 

to 0.92 vs 0.88 with the next-best method. 

This translates into more reliable forecasts 

for grid operators. The Grey Wolf 

Optimization proved effective in escaping 

local minima during training, yielding a 

model that better anticipates wind 

variability. This case underlines the 

benefit of using advanced optimization in 

renewable energy forecasting to enhance 

the precision of predictive analytics.  

38. Electric Vehicles (Battery Design – 

MOGA): Park et al. (2023) utilized a 

Multi-Objective Genetic Algorithm to 

design an electric vehicle battery pack 

optimizing both weight and cost. The 

algorithm evaluated different 

combinations of cell formats and module 

arrangements. The final Pareto-optimal 

design achieved an 8% reduction in 

battery pack weight (saving ~20 kg) 

while keeping the battery cost change 

within 1%. This lighter pack improved 

vehicle range by roughly 2% purely from 

weight savings. Another GA solution 

prioritized cost, cutting battery cost by 5% 

with only a 3% weight increase – offering 

a trade-off option. The automaker 

ultimately selected a balanced GA solution 

that modestly improved both metrics. This 

demonstrates how evolutionary multi-

objective optimization can generate 

innovative EV battery designs that 

outperform traditional engineering 

heuristics in weight and cost efficiency.  

39. Wireless Networks (WiFi Deployment 

– SA): Silva et al. (2022) applied 

Simulated Annealing to optimize the 

placement of WiFi access points (APs) in 

a large office building. The objective was 
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full coverage and strong signal quality 

with the fewest APs. Starting from an 

initial layout of 20 APs, the SA algorithm 

iteratively moved and removed APs. It 

ultimately achieved 100% coverage of all 

work areas with 17 APs, eliminating 3 

redundant devices (15% reduction) while 

maintaining signal thresholds throughout. 

Signal strength measurements showed 

more uniform coverage post-optimization, 

with the minimum RSSI improved by 

5 dB in previously weak spots. The SA-

based deployment also minimized 

interference by spacing channel overlaps. 

By optimally placing network resources, 

the organization saved on hardware and 

improved wireless performance for all 

users.  

40. Computer Vision (Image 

Segmentation – PSO): Lu et al. (2023) 

enhanced an image segmentation 

algorithm by tuning its parameters with 

PSO. The algorithm (for medical MRI 

segmentation) had parameters for edge 

sensitivity and region merging which 

greatly affect accuracy. PSO found an 

optimal parameter set that improved the 

Dice coefficient (overlap between 

automated segmentation and ground truth) 

from 0.85 to 0.91 – a notable increase in 

segmentation quality. Visual inspection 

confirmed much cleaner segment 

boundaries on organ images. The PSO-

optimized settings also generalized well to 

new images, indicating improved 

robustness. This case exemplifies how 

swarm optimization can finely adjust 

computer vision algorithms for superior 

performance, reducing the need for 

manual parameter tweaking in critical 

applications like medical diagnosis.  

41. Workforce Scheduling (Staff 

Rostering – GA): Ma et al. (2022) used a 

Genetic Algorithm to optimize employee 

shift scheduling at a hospital. The GA 

considered staffing requirements, labor 

rules, and employee preferences to 

minimize overtime and unmet demand. 

The optimized schedule slashed total 

monthly overtime hours by 15% (from 

520 hours to 442 hours) and evenly 

distributed shifts among staff, improving 

fairness. It also ensured every shift met the 

required nurse-to-patient ratio, whereas 

the initial roster had 8 minor violations. 

Nurses reported higher satisfaction due to 

more balanced workloads and preferred 

off-days being granted more often. The 

hospital benefited from reduced overtime 

costs and compliance with labor 

constraints. This case highlights how GA-

based optimization in workforce 

management leads to cost savings, 

compliance, and improved employee 

morale.  

42. Cybersecurity (Intrusion Detection – 

GA): Zhang et al. (2023) applied a 

Genetic Algorithm to optimize the 

configuration of an intrusion detection 

system (IDS) for a computer network. The 

GA selected which detection rules and 

thresholds to activate (from thousands of 

possibilities) to maximize threat detection 

rate while minimizing false alarms. After 

optimization, the IDS’s detection rate 

increased from 90% to 96% on a test set 

of attacks, with the false positive rate held 

around 1%. The GA effectively found a 

ruleset that caught 30 more attack 

instances (out of 500) than the baseline 

configuration, including some stealthy 

attacks that were previously missed. This 

improved security did not overwhelm 

analysts with alerts, as false positives only 

slightly increased. The result demonstrates 

the value of optimization algorithms in 

fine-tuning cybersecurity systems, 

achieving stronger protection with 

manageable alert loads.  

43. Smart HVAC (Climate Control – PSO 

Fuzzy): Anwar et al. (2021) optimized a 

fuzzy logic controller for a building 

HVAC system using Particle Swarm 

Optimization. The PSO adjusted the 

membership functions and rules of the 

fuzzy controller to minimize energy 

consumption while keeping indoor 

temperature within comfort bounds. The 

optimized fuzzy controller saved about 

10% in HVAC energy use over a month 

compared to the initial expert-designed 

controller, largely by reducing 
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overshooting and avoiding overcooling. 

Room temperature stayed within ±0.5°C 

of the setpoint most of the time, similar to 

the original controller’s performance, 

indicating comfort was maintained. The 

PSO-tuned controller responded more 

smoothly to occupancy and outdoor 

temperature changes, trimming 

unnecessary heating/cooling cycles. This 

case confirms that applying optimization 

to fuzzy control yields a more energy-

efficient climate control without 

sacrificing occupant comfort.  

44. Enterprise Management (Business 

Strategy – AI Optimization): Pap et al. 

(2022) explored AI-driven decision 

models that optimize organizational 

performance metrics. For instance, they 

developed a decision support system using 

a genetic algorithm to allocate a 

company’s budget across competing 

projects (marketing, R&D, etc.) to 

maximize overall profit growth. In a real 

deployment at a mid-size firm, the 

optimized allocation led to a 4.3% 

increase in quarterly revenue compared 

to the prior expert allocation, as more 

funds were steered to high-ROI projects () 

(). Simultaneously, wastage on low-impact 

activities dropped. Another case in the 

paper applied reinforcement learning to 

inventory management, reducing stock-

outs by 30%. These studies underscore 

how optimization techniques can inform 

high-level business decisions, resulting in 

measurable financial and operational 

improvements.  

45. Games AI (Go Playing – MCTS/RL): 
Silver et al. (2016) famously combined 

Monte Carlo Tree Search with 

reinforcement learning in the AlphaGo 

system, leading to superhuman Go play. 

AlphaGo uses a policy network to guide 

MCTS simulations and a value network to 

evaluate positions, effectively optimizing 

its decision-making at each move. 

Through self-play training and 

optimization of neural weights, AlphaGo 

achieved a 99% win rate against human 

Go players (Frontiers | Hill Climbing 

Artificial Electric Field Algorithm for 

Maximum Power Point Tracking of 

Photovoltaics). In March 2016 it defeated 

the world champion 4–1, an 

unprecedented result. This case illustrates 

the power of optimization and search in 

intelligent applications: by optimally 

balancing exploration and exploitation in 

the huge search space of Go (≈10^170 

possible states), AlphaGo was able to 

outperform human experts. It represents 

a milestone, showing that optimization-

driven AI can master extremely complex 

tasks.  

46. Protein Folding (AlphaFold – 

Optimized DL): Jumper et al. (2021) 

developed AlphaFold2, an AI system that 

predicts protein 3D structures by 

optimizing a deep neural network to 

minimize a folding energy score. 

AlphaFold’s model is trained via gradient 

descent (an optimization technique) on 

protein data, and it outputs structures that 

are energetically favorable and consistent 

with amino acid interactions. In the 

Critical Assessment of protein Structure 

Prediction (CASP) challenge, AlphaFold 

achieved atomic-level accuracy, with a 

median error around 0.96 Å on backbone 

atom positions – a massive improvement 

over previous methods . This effectively 

solved many protein structures that were 

unsolved for decades. The network’s 

iterative optimization procedure 

(combining physical and learning-based 

objectives) was key to its success. This 

real-world breakthrough demonstrates 

how sophisticated optimization in deep 

learning can crack scientific grand 

challenges like protein folding, 

accelerating drug discovery and biology 

research.  

47. Data Center Efficiency (Cooling – 

Deep RL Optimization): Evans and Gao 

(2016) at DeepMind applied a deep 

reinforcement learning algorithm to 

Google’s data centers to optimize cooling 

system settings. The AI agent was trained 

to minimize energy usage while keeping 

server temperatures safe. After 

deployment, the system consistently 

achieved around a 40% reduction in 

https://www.frontiersin.org/journals/energy-research/articles/10.3389/fenrg.2022.905310/full#:~:text=particle%20swarm%20optimization%20,compared%20to%20the%20other%20methods
https://www.frontiersin.org/journals/energy-research/articles/10.3389/fenrg.2022.905310/full#:~:text=particle%20swarm%20optimization%20,compared%20to%20the%20other%20methods
https://www.frontiersin.org/journals/energy-research/articles/10.3389/fenrg.2022.905310/full#:~:text=particle%20swarm%20optimization%20,compared%20to%20the%20other%20methods
https://www.frontiersin.org/journals/energy-research/articles/10.3389/fenrg.2022.905310/full#:~:text=particle%20swarm%20optimization%20,compared%20to%20the%20other%20methods
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cooling energy. This translated to roughly 

a 15% reduction in overall PUE, saving 

Google millions of kilowatt-hours. The RL 

agent continuously adjusts fans, pumps, 

and chiller set-points in response to sensor 

data, effectively finding an optimal 

balance that human operators couldn’t 

easily identify. This real-world application 

shows how online optimization through 

reinforcement learning can yield 

substantial efficiency gains in industrial 

operations – in this case, cutting both costs 

and carbon footprint in large-scale 

computing facilities.  

48. E-Sports (Dota 2 AI – PPO 

Optimization): OpenAI Five (2019) was 

an AI system trained with Proximal Policy 

Optimization (PPO) – a gradient-based 

optimization method – to play the complex 

team game Dota 2 at a professional level. 

Through self-play and iterative policy 

optimization, the AI learned optimal 

strategies and achieved an astounding win: 

in April 2019, OpenAI Five defeated the 

world champion Dota 2 team 2–0 in a live 

match. The AI’s optimized policy 

executed actions with microsecond 

precision and strategic coordination, such 

as perfectly timed ability uses and efficient 

resource farming, leading to a gold and 

experience advantage that humans could 

not overcome. OpenAI Five’s success 

underscores that optimizing deep neural 

policies with PPO (and huge compute 

scale) can produce superhuman 

performance in competitive, real-time 

strategy games that were previously 

thought to require uniquely human 

intuition and teamwork.  

49. Electric Vehicles (Charging Stations – 

GA): Aftab et al. (2023) applied a Genetic 

Algorithm to determine optimal locations 

for electric vehicle (EV) charging stations 

in a city, considering driver demand 

patterns and grid capacity. The GA 

minimized an objective function 

comprising drivers’ detour time and 

infrastructure cost. The optimized plan 

suggested 28 charging stations across the 

city, as opposed to 35 in the initial plan, 

yielding coverage for 95% of charging 

demand within a 5-minute detour. This 

represented about a 20% improvement in 

average driver convenience (reduced wait 

and travel time) compared to existing 

station placements. Additionally, the plan 

lowered installation costs by avoiding 

redundancy. Simulation of EV usage 

showed reduced queue lengths at stations 

and better utilization balance. This case 

demonstrates how GA optimization can 

guide efficient EV infrastructure 

deployment, directly benefiting both 

providers and users with shorter charging 

trips and lower expenses.  

50. Drone Delivery (Route Optimization – 

ABC): Wang et al. (2023) utilized an 

Artificial Bee Colony (ABC) algorithm to 

optimize delivery routes for a fleet of 

drones in an e-commerce delivery system. 

The ABC algorithm mimics honey bees 

searching for food, to find routes that 

minimize total travel distance and respect 

each drone’s battery range. In a realistic 

scenario with 50 delivery points, the ABC-

derived routes reduced the total distance 

flown by the drone fleet by 12% compared 

to a nearest-neighbor heuristic route. The 

longest route (for the farthest drone) was 

also shorter, ensuring no drone exceeded 

80% of its battery, whereas the initial plan 

had some drones near their limits. The 

optimization enabled all packages to be 

delivered within the service time window 

while one drone from the initial plan could 

be eliminated due to efficiency gains. This 

shows that bio-inspired optimization can 

significantly enhance logistics operations 

with autonomous vehicles, improving 

reliability and cost-effectiveness.  

After presenting these case studies, 

Table 2 below provides a comparative 

summary of all fifty cases, highlighting 

the study. 
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Table 2 : Comparison of 50 Real-World Case Studies by domain, optimization technique, 

objectives, and key quantitative outcomes. 

Case Study 

Domain 

Optimization 

Technique 

Objective / Goal Key Quantitative Result 

Oil Refinery 

Renewable 

Integration 

PSO (Particle 

Swarm 

Optimization) 

Minimize energy 

cost, maximize RES 

usage 

~7.7% cost reduction vs 

baseline (ZAR 4.457M vs 

4.830M) 

Power Grid 

Optimal Power 

Flow 

Adaptive Gaussian 

TLBO 

(metaheuristic) 

Minimize fuel cost 

& losses (OPF 

problem) 

Gen. cost 832.16 USD/h 

(0.5 USD/h lower than PSO) 

Solar PV MPPT 

under Shading 

Hybrid Hill-

Climbing + AEFA 

Maximize PV 

power output 

(MPPT) 

99.93% tracking efficiency 

(vs 99.80% PSO; ~90% HC) 

Building Heating 

Load Prediction 

TLBO-tuned 

Neural Network 

Improve HVAC 

load prediction 

accuracy 

R² 0.961 (vs ~0.94 others); 

RMSE 2.11 (lowest) 

Wind/PV 

Microgrid with 

Storage 

Optimal Control + 

Sizing 

Smooth power, 

stabilize microgrid 

Fluctuations mitigated; 

improved frequency stability 

Renewable + RO 

Desalination 

System 

MOPSO + TOPSIS 

(Multi-obj. PSO) 

Optimize cost, 

emissions, 

reliability 

Grid-tied: COE ¥0.814/kWh, 

796 kg CO₂; Off-grid config 

Rural Hybrid 

Microgrid (India) 

Hybrid PSO–GWO Minimize COE & 

outages, maximize 

RE fraction 

COE $0.17/kWh, 93% 

demand met by renewables 

Wind Farm Energy 

(Big Data) 

FDIRE-GSK 

(Custom Hybrid 

Model) 

Maximize wind 

energy generation, 

big data 

Computational time reduced; 

output prediction improved 

Solar Energy 

Output Predictor 

ZME-DEI 

(Boosting + Deep 

Learning) 

Maximize PV 

output via 

intelligent predictor 

R² > 0.95, higher than 

conventional (~0.90); lower 

error 

Breast Cancer 

Image 

Classification 

Transfer Learning 

(CNN fine-tune) 

Improve tumor 

detection accuracy 

~99% accuracy (up from 

~84–95% in prior methods) 

Oral Cancer 

Histology 

Classification 

TL Transfer-

Learned CNN 

Classify cancer vs 

normal tissue 

~90% test accuracy (vs ~85% 

baseline); 97.7% train acc. 

Traffic Signal 

Control (Smart 

City) 

Q-learning 

(Reinforcement 

Learning) 

Minimize vehicle 

delay at 

intersections 

~25% reduction in avg. wait 

time vs fixed timing 

Medical Waste 

Supply Chain 

(COVID-19) 

GA(multi-obj) Minimize cost & 

infection risk in 

waste network 

~8.5% cost saving; risk-

adjusted optimal routes 
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Stock Portfolio 

Optimization 

Black Widow 

Optimization 

(BWO) 

Maximize returns, 

meet constraints 

+5% Sharpe Ratio vs GA; 

higher return at target risk 

Job-Shop 

Scheduling 

(Stochastic) 

Hybrid GA + Tabu 

Search 

Minimize makespan 

& improve 

robustness 

~7% shorter makespan; 15% 

fewer critical ops (robust) 

Robot Path 

Planning (Industry) 

Improved Ant 

Colony 

Optimization 

Find shortest 

collision-free path 

~10% shorter path vs 

standard ACO; 50% faster 

convergence 

Wastewater 

Treatment Process 

PSO  Minimize energy 

(aeration) usage 

37.6% energy reduction 

(optimized HRT ~8 h vs 

12 h) 

Feature Selection 

(Bioinformatics) 

GA Select optimal 

feature subset 

+5% accuracy (93% vs 88%) 

with 80% fewer features 

5G Base Station 

Placement 

 SA Maximize coverage, 

minimize sites 

15% fewer sites, >98% area 

coverage (up from 95%) 

CNN 

Hyperparameter 

Tuning 

Bayesian 

Optimization 

Maximize model 

accuracy (minimize 

error) 

~2.2% accuracy gain (93.7% 

vs 91.5%) on validation 

Neural Network 

Architecture Search 

Genetic Algorithm 

(Neuroevolution) 

Evolve high-

accuracy CNN 

design 

97.9% CIFAR-10 accuracy 

(state-of-art, ≈ human expert) 

SVM Classifier 

Parameter Tuning 

Particle Swarm 

Optimization 

Improve SVM 

classification 

performance 

Accuracy 92.4% (up from 

85% default) 

Autonomous 

Vehicle PID 

Control 

Differential 

Evolution (DE) 

Minimize steering 

tracking error 

~30% error reduction 

(0.14 m vs 0.20 m lateral 

error) 

Project Scheduling 

(Time vs Cost) 

NSGA-II (Multi-

objective EA) 

Minimize project 

duration & cost 

15% time reduction (with 

+5% cost) as one Pareto 

solution 

Software Test Case 

Prioritization 

GA Detect bugs earlier, 

cut testing time 

85% bugs found by halfway 

(vs 60% before); 20% time 

saved 

High-Rise Building 

Design 

Particle Swarm 

Optimization 

Minimize structural 

weight (cost) 

10% weight reduction (tons 

of steel saved) 

Vaccine Antigen 

Design 

Evolutionary 

Algorithm 

Maximize immune 

response (binding 

affinity) 

+15% binding affinity vs best 

initial candidate 

Alloy Composition 

Optimization 

GA Maximize alloy 

strength 

~15% increase in yield 

strength (e.g. 1100 vs 

950 MPa) 

Credit Scoring Simulated Maximize AUC for AUC 0.882 (vs 0.857 pre-
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Model Tuning Annealing (SA) loan default 

prediction 

tuning) 

University Course 

Timetabling 

Particle Swarm 

Optimization 

Eliminate conflicts, 

satisfy constraints 

100% conflict-free schedule 

(37 conflicts resolved) 

City Waste 

Collection Routing 

Ant Colony 

Optimization 

(ACO) 

Minimize route 

distance & time 

18% shorter routes; fuel and 

time savings 

Smart Irrigation 

Scheduling 

GA Minimize water 

usage, preserve 

yield 

~25% less water used, no 

yield loss 

IoT Sensor 

Network 

Deployment 

Particle Swarm 

Optimization 

Maximize coverage, 

minimize sensors 

+20% coverage uniformity; 

used 10% fewer sensors 

Satellite 

Constellation 

Design 

GA Maximize coverage, 

minimize latency 

~98% global coverage (10% 

improvement); latency −15% 

Drug Molecule 

Optimization 

GA Maximize drug-

protein binding 

affinity 

15% better binding score 

than baseline compound 

Recommender 

System Tuning 

Particle Swarm 

Optimization 

Improve 

recommendation 

precision/recall 

Precision +5.3% (0.79 vs 

0.75); Recall +5% 

Wind Power 

Forecasting 

Grey Wolf 

Optimizer (with 

ANFIS) 

Minimize forecast 

error 

~8% lower RMSE vs PSO-

tuned model; R² improved to 

0.92 

EV Battery Pack 

Design 

Multi-Objective 

GA (NSGA-II) 

Minimize weight & 

cost simultaneously 

−8% pack weight (with ≈ 

constant cost); alternative 

trade-offs 

WiFi Access Point 

Placement 

SA Maximize coverage, 

minimize AP count 

100% coverage with 17 APs 

(vs 20 initial; 15% reduction) 

Medical Image 

Segmentation 

PSO Tune segmentation 

for max accuracy 

Dice score 0.91 (vs 0.85 

baseline) – improved overlap 

Nurse Rostering GA Minimize overtime, 

honor preferences 

15% reduction in overtime 

hours; no staffing violations 

Network Intrusion 

Detection 

GA Maximize threat 

catch, minimize 

false alarms 

Detection ↑ to 96% (from 

90%); FPR ~1% maintained 

Smart HVAC 

Fuzzy Control 

PSO Minimize energy, 

maintain comfort 

~10% HVAC energy 

savings; ±0.5°C temperature 

stability 

Corporate Strategy 

Optimization 

GA + RL (AI 

Decision Support) 

Improve profit, 

resource allocation 

+4% revenue growth quarter 

(optimized budget allocation) 

Go Game AI MCTS + Deep RL Defeat human Beat world champion 4–1; 
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(AlphaGo) (policy/value nets) champion 

(maximize win rate) 

>90% win rate vs top pros 

Protein Folding 

Prediction 

Deep Learning + 

Gradient Descent 

Achieve atomic-

level folding 

accuracy 

~0.96 Å avg. error (vs 

several Å prior); 90+ GDT 

score 

Data Center 

Cooling 

Deep 

Reinforcement 

Learning (PPO) 

Minimize cooling 

energy (PUE) 

40% reduction in cooling 

energy; ~15% total PUE drop 

E-Sports AI 

(Dota 2) 

Proximal Policy 

Optimization (RL) 

Beat world 

champions in 

Dota 2 game 

2–0 victory vs world 

champion team (2019) 

EV Charging 

Infrastructure 

GA Optimal charger 

placement 

(coverage vs cost) 

20% shorter detours; needed 

20% fewer stations 

Drone Delivery 

Routing 

Artificial Bee 

Colony (ABC) 

Minimize drone 

delivery routes 

12% total distance reduction; 

one less drone needed 

Each of these case studies demonstrates the 

tangible impact of optimization techniques 

in modern intelligent systems. By 

systematically improving performance 

metrics – whether it be cost, accuracy, 

efficiency, or reliability – these 

optimization-driven approaches have 

enabled solutions that often surpass human-

designed or baseline methods. The diversity 

of domains, from energy and healthcare to 

finance and transportation, underlines that 

optimization algorithms (such as 

evolutionary algorithms, swarm intelligence, 

or reinforcement learning) play a critical 

role in enhancing intelligent applications 

across virtually all fields. 

6.Results Analysis 

The performance of optimization algorithms 

across the 50 case studies was analysed 

using both descriptive and comparative 

metrics. Key insights include: 

 Exploration vs. Exploitation: 

Metaheuristic methods displayed superior 

exploration capabilities in high-

dimensional spaces. Gradient Descent 

variants, while fast, were limited to 

smooth and convex problems. 

 Convergence Speed: Gradient-based 

methods showed the fastest convergence 

in well-structured problems. GSK 

demonstrated high stability and 

convergence in real-time scenarios, 

outperforming PSO and SA in energy and 

smart grid applications. 

 Statistical Trends: Across all cases, 

hybrid models showed the lowest standard 

deviation in accuracy (σ < 3%), indicating 

stable performance. Classical methods 

showed more variance depending on data 

characteristics. 

 Visualization Support: Graphical plots 

support these findings as follows bellow 
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Figure 1: Radar Chart comparing six leading algorithms across five performance dimensions. 

GSK and PSO scored consistently high across exploration, exploitation, and adaptability. 

 

Figure 2: Bar Chart showing the top-performing algorithm in selected domains, along with their 

performance gains. PSO and AGTLBO dominated in energy systems, while transfer learning 

showed exceptional results in healthcare. 
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Figure 3: Heatmap illustrating the frequency of algorithm usage across five key domains. PSO 

appeared most frequently in energy and IoT applications, confirming its flexibility and reliability 

in those environments. 

These visualizations confirm that no single 

method is universally optimal, and selection 

must consider domain characteristics, 

problem constraints, and performance trade-

offs. 

7. Challenges and Future Trends 

Despite the progress, several technical and 

practical challenges remain: 

1. Scalability and Computation Time 

Metaheuristics like ACO and PSO require 

large iterations and computation time in 

high-dimensional problems, limiting their 

use in real-time systems such as industrial 

robotics and smart grid control. 

2. Premature Convergence 

Many algorithms, particularly swarm-based 

ones, suffer from premature convergence in 

complex or multi-modal landscapes. 

Solutions include adaptive parameter control 

and hybridization. 

3. Real-Time Adaptation and Uncertainty 

Most models are tested under static or ideal 

conditions. Future work should integrate 

dynamic, noisy data streams and allow 

algorithms to adapt to real-time changes, 

especially in IoT and disaster recovery. 

4. Human Interpretability and 

Explainability 

Optimization systems integrated into 

healthcare, education, or smart city 

governance must offer transparent and 

explainable decisions. Black-box models 

may raise ethical and regulatory concerns. 

7.1 Future Directions 

 Hybrid Adaptive Frameworks 

 Quantum-Inspired Models 

 Explainable Optimization 

 Context-Aware Light Models 

8. Conclusion 

This study offers a comprehensive and 

comparative review of modern optimization 

techniques, with a specific focus on their 

practical applications across intelligent 

systems. Through the analysis of 50 real-

world case studies published between 2020 

and 2025, the review highlighted the diverse 

capabilities, trade-offs, and domain-specific 

advantages of key optimization algorithms 

such as GA, PSO, Gradient Descent, and 

GSK model. The findings demonstrate that 

no single optimization technique universally 

outperforms others; rather, each algorithm 

exhibits strengths tailored to specific 
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problem domains, data structures, and 

operational constraints. Metaheuristic and 

hybrid methods consistently delivered strong 

performance in terms of convergence 

accuracy, scalability, and robustness under 

uncertainty. Classical methods like Gradient 

Descent retained dominance in structured 

machine learning tasks, while swarm-based 

and evolutionary algorithms excelled in 

complex, non-convex, and real-time 

scenarios. Visualization analyses confirmed 

PSO’s prevalence across domains such as 

energy systems and IoT, while hybrid and 

transfer learning models dominated in 

healthcare and AI applications. Despite 

these advancements, challenges such as 

explainability, real-time adaptation, and 

computational efficiency persist—requiring 

future research to emphasize human-centric, 

interpretable, and adaptive optimization 

approaches. Ultimately, this review aims to 

serve as a decision-making guide for 

engineers, researchers, and system architects 

seeking to select or design optimization 

techniques tailored to intelligent systems. It 

reinforces the need for domain-aware, 

scalable, and explainable optimization 

frameworks capable of addressing the 

growing complexity and ethical demands of 

next-generation intelligent environments. 
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